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Abstract 

Time-averaged structure-factor restraints have been 
used in two molecular dynamics refinement schemes 
to define ensembles of conformations for myoglobin 
that fit the experimentally measured Bragg scattering 
from P6 crystals. The geometries of the structures 
have been maintained to the same currently accept- 
able limits in all cases. Free R value analysis was 
used to assess the validity of the two approaches. In 
the first scheme, where atoms have no B values, the 
decrease in R value was found to be spurious as 
judged by a concomitant increase in the free R value. 
The other scheme, however, which retains individual 
B values, was found to yield both low R values and 
low free R values; thus, here the additional variables 
introduced by modeling the protein in terms of an 
evolving ensemble of states do not overfit the data. 
For comparison, refinements were also carried out 
on the system using several other techniques 
for isotropic and anisotropic crystallographic 
refinement. The time-averaged refinements with B 
values compare quite favorably with the standard 
methods, but yield additional information about 
substates of the system. Hence, correctly applied 
time-averaged refinements can yield accurate models 
for protein molecules; moreover, by essentially 
relaxing the harmonic approximation from the 
refinement process, these refinements allow a more 
detailed description of the motions of complex mol- 
ecules, such as proteins, to be determined from X-ray 
crystallographic data. 

Introduction 

For all its triumphs, the lingering embarrassment of 
protein crystallography is its failure to yield a struc- 
tural model for a protein molecule in the crystalline 
state which agrees with the X-ray scattering data to 
anywhere near the noise level of the measurements. 
Agreement is typically judged from the crystallo- 
graphic R value: 
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R = Y . , I I F , , ( h ) I -  IFc(h)ll 
~dFo(h)l  ' (1) 

which is the difference between observed structure- 
factor amplitudes IF,,] and structure-factor ampli- 
tudes calculated from the model ]Fcl, averaged over 
all measured reflections with Miller index h. The 
inherent error in X-ray intensity measurements can 
be estimated from the variance between intensities 
which should be equal because of symmetry con- 
siderations. The R value for symmetry-related reflec- 
tions is typically 5% or better. But the R value for a 
refined atomic model of the protein can rarely be 
made smaller than 10-15%; errors less than 20% for 
the high-resolution reflections are generally con- 
sidered a success. The situation is even more acute 
for low-resolution data, which is ironic since count- 
ing statistics guarantee that these stronger reflections 
can be measured more accurately. Indeed, R values 
are so large for lower order reflections that these 
data are customarily ignored in protein crystallo- 
graphic refinement. 

This predicament is not inherent in the scattering 
theory of X-ray crystallography. Crystal structures 
of small molecules can routinely be determined to 
within the noise level in the data. So what makes 
protein crystals different from monatomic or small- 
molecule crystals? First, owing to their large size and 
weakly coupled atomic interactions, protein mol- 
ecules can assume many different, though closely 
related, conformational substates at room tempera- 
ture, a fact demonstrated by spectroscopy (Hong et 
al., 1990), X-ray diffuse scattering (Boylan & Phill- 
ips, 1986; Caspar, Clarage, Salunke & Clarage, 1988; 
Clarage, Clarage & Caspar, 1992; Chacko & Phillips, 
1992) and molecular dynamics calculations (Karplus 
& McCammon, 1983). Secondly, protein crystals are 
usually only about half protein; the other half of the 
crystal volume is occupied by solvent molecules. It is 
these two properties of protein crystals which make 
them inherently difficult to model. 

At low resolution the X-ray intensities are strongly 
dependent upon the bulk properties of the crystal, 
viz. the contrast between protein and solvent. Since 
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fluctuations in the protein density are local and of 
relatively small amplitude at the length scales probed 
by low-resolution data, it must be our lack of knowl- 
edge about the solvent density which is responsible 
for the poor agreement between models and data. 
Simply modelling the solvent as a constant, equal to 
its average density, goes a long way over ignoring the 
solvent's presence (Blake, Pulford & Artymiuk, 
1983). When the contrast between the solvent and 
protein is significant (e.g. low salt) iterative 
refinement of the solvent density (Badger & Caspar, 
1991) is feasible and yields dramatic improvements in 
the agreement between calculated and observed low- 
order reflections. 

At high resolution, only the well ordered regions 
of the crystal can contribute to the diffraction, 
namely the atoms in the protein molecule and those 
in the hydration shell which are not as free to diffuse. 
Thus, the large R values for high-resolution data are 
due to inadequate modelling of the electron density 
of a protein molecule and ordered water. It is stand- 
ard to model the electron density for a protein 
molecule by refining a single site for each atom in the 
structure. As with small-molecule crystallography, 
such a model overestimates the high-order scattering 
and therefore, following Debye, each atom's electron 
density is smeared out with a B value (Debye, 1914) 
to disorder the density. The B value assumes that all 
atoms vibrate harmonically about a single equilib- 
rium position, an assumption which is presumably 
true for most small molecules since it leads to 
reasonable R values, but which evidently breaks 
down for macromolecules. Obviously, a single con- 
formation with simple deviations is not an accurate 
model for even the more ordered regions of a protein 
crystal. 

Schemes to account for the detailed structure of 
the solvent [e.g. refining pseudo-atoms of water den- 
sity (Schoenborn, 1988)] or protein [e.g. anisotropic 
temperature factors, twin conformations (Kuriyan et 
al., 1991), time-averaged refinement (Gros, van Gun- 
steren & Hol, 1990)] are somewhat suspect because 
they introduce extra variables into the least-squares 
refinement of the model and, therefore, run the risk 
of over-fitting the data. For this reason, such 
attempts have never gained wide acceptance in the 
structural biology community. In this paper we limit 
our scope to the problem of accurately modeling the 
high-resolution data from protein crystals. In par- 
ticular, we apply Brfinger's crystallographic cross- 
validation methods to determine the reliability of 
two strategies for modeling the electron density from 
P6 myoglobin crystals with an ensemble of confor- 
mations. The two strategies differed only in whether 
initial B values were assigned to the atoms in the 
protein. In both cases, conformations were generated 
from molecular dynamics with a time-averaged crys- 

tallographic restraint similar to that introduced by 
Gros, van Gunsteren & Hol (1990) for bovine pan- 
creatic phospholipase A 2. 

Methods 

Experimental data 

The protein studied was a myoglobin mutant 
expressed in E coli from a synthetic gene, where 
Va168 has been mutated to lie. This particular myo- 
globin is part of ongoing studies on the effect of 
site-directed mutations of residues in the distal heme 
pocket on the binding of ligands to the protein. See 
Quillin, Arduini, Olson & Phillips (1993) for details 
on synthesis, crystallization, data collection and 
initial refinement. The protein crystallized in space 
group P6 with one molecule in the asymmetric unit, 
and cell constants a = b--  91.20, c =  45.87 A, a = fl 
= 90, y = 120 °. Crystals were in the ferric met oxi- 
dation state, which has a water molecule bound to 
the iron. 

X-ray diffraction data were collected on a Siemens 
X-1000 multiwire area detector with a rotating- 
anode source, and processed with the package XDS 
(Kabsch, 1988). The total Rsy m based on intensities 
was 5.6%, monotonically increasing from 3.2% at 
6 A resolution to 23.0% at 1.8 A. (The approximate 
Rsy m statistics based on amplitudes would then be 
smaller by a factor of two.) 

Using phases from a model of the wild-type pro- 
tein, the structure of the Ile68 mutant was 
determined by first modeling the mutated side chain 
from initial difference maps, then refining the entire 
structure using the package PROLSQ (Hendrickson 
& Konnert, 1980). Refinement of positions, occu- 
pancy and B values for 1495 protein atoms and 185 
water molecules resulted in a final R value of 16.4%, 
for data between 5.0-1.8 A. 

Theory of time-averaged refinement 

Before discussing the refinement used in this study, 
we present a brief overview of standard crystallo- 
graphic refinement to put this work in context. 

Since X-ray experiments can only measure the 
diffracted amplitudes and not the phases, it is impos- 
sible to directly invert the data to obtain the average 
electron density of the protein molecule. Conse- 
quently, standard crystallographic structure deter- 
mination (such as that used to solve the structure of 
the Ile68 myoglobin) is handled as an optimization 
problem. A target function expressing the agreement 
between the model and data is optimized with 
respect to a set of parameters describing the protein 
structure. The target function used most often to 
minimize the difference between observed structure 
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factors and those calculated from the model is 

q~= Z[lFo(h)[-  K1F,.(h)I] z, (2) 
h 

where a constant, K, is introduced to place the two 
sets of structure factors on the same scale. It is 
customary to write the calculated structure factor in 
this expression as 

Fc(h) = ZQ,,,f,,,(h) exp ( -  Bmlhl2/4)exp(i2rrh.r,,,) (3) 
m 

where the sum extends over all atoms in the unit cell. 
In this expression, f(h) is the atomic form factor, Q is 
the occupancy (usually 1.0), r the average position, 
and B is a temperature factor. The temperature 
factor is an attempt to account for the fact that the 
atoms do not always sit at their average positions r 
but are smeared isotropically with a Gaussian distri- 
bution. In this scheme, therefore, each atom is 
characterized by four or five parameters. The deriva- 
tive, or gradient, of the residual can be calculated 
with respect to these parameters so that minimi- 
zation algorithms can be used to find the best values 
of Q, B, r for each atom. To ensure a solution which 
is well determined, extra 'observations' are incorpo- 
rated into the optimization by introducing stereo- 
chemical restraint terms into the residual (e.g. 
P R O L S Q ,  Hendrickson & Konnert, 1980). Hence 
the final protein structure ends up fitting not only the 
observed X-ray data but also known restrictions on 
the geometry of amino acids. 

Because there are so many degrees of freedom in 
the protein structure problem, gradient-following 
optimizations can become trapped in local minima. 
To overcome this problem simulated-annealing 
methods have been applied to the problem (Brfinger, 
Kuriyan & Karplus, 1987). The system is trans- 
formed into a dynamical one by constructing a 
pseudo energy function related to the crystallo- 
graphic residual. In this way, molecular dynamics at 
artificially high temperatures can be used to sample 
the phase space better and locate a solution closer to 
the global minimum. The simulated-annealing energy 
function used is a hybrid of the form 

t~--" t~phy s @ ¢ ~ - r a y .  (4) 

q~-ray is set proportional to the standard crystallo- 
graphic target function; that is 

t~)X_ray = ~Wx~'[lFo(h)l-  K1Ff(h)[] 2 (5) 
h 

= ~Wx~'EZ(h),  (6) 
h 

where F~ is the instantaneous structure factor calcu- 
lated from the atomic coordinates and B values at 
the present time (t = t ' )  in the simulation. Thus, this 
energy term acts like a spring [in the coordinate E(h) 

- I F o ( h ) l -  KIF~(h)I] to force calculated structure fac- 
tors towards the observed equilibrium values. Wx is 
the weight given to the X-ray term relative to the 
other term, qbphys, the physical energy of atomic 
interaction as a result of covalent bonds, dihedral 
and torsion angles, and Coulombic and van der 
Waals forces. This physical term enforces good 
geometry in the structure. 

Time-averaged refinement (Gros, van Gunsteren & 
Hol, 1990; Gros, 1990) resembles simulated- 
annealing refinement in that the optimization prob- 
lem is cast as one in dynamics. However, there is no 
minimization stage to single out a unique final struc- 
ture. Rather, the evolving dynamics of the system is 
used to generate an entire set of conformations 
consistent with the experimental data. This is accom- 
plished by defining the X-ray energy, not in terms of 
structure factors calculated from the present confor- 
mation of the molecule, but in terms of structure 
factors averaged over the past history of conforma- 
tions. Explicitly, 

t ~ _ r a y  --" ~ W<Z[lFo(h)l - Kq(F<.(h)>,,I] 2 (7) 
h 

= ~Wx~E2(h) .  (8) 
h 

The average structure factor is treated as a weighted 
average, where contributions from past conforma- 

. tions receive exponentially smaller weight. Other- 
wise, with an unweighted average, as the number of 
steps in the dynamics increased the contribution of 
the present conformation to the running average 
would decrease until the simulation effectively 
became unrestrained.* At time t = t' this weighted 
average is recursively defined as 

(Fc(h))t, = exp ( -  At/~'x)<Fc(h)>t,- at 

+ [ ( 1 -  exp(-At/7-x)]F'c(h)  (9) 

where At is the step size in the simulation, and the 
relaxation time rx defines the window size over which 
individual instantaneous structure factors, F'~, are 
averaged. The [ I - e x p ( - A t / - r x ) ]  factor simply 
normalizes the average. 

The time-averaged crystallographic force on 
atomic coordinate x,,, is 

G( x,,,) = - a ~X-ray/ a Xm (lO) 

= - ~ [ O C l ~ x _ , . ~ y l a ( F < . ( h ) > , , ] [ O ( F < ( h ) > c l a x , , ] .  (I I) 
h 

* The political analogy is that as the number of  people voting in 
an election increases, the less any one vote contributes to the 
outcome. 
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The first term in the chain-rule expansion of the 
force is not rigorously defined since the energy is not 
'an analytic function of the complex variables 
(Fc(h)),,. Nevertheless, the following analysis will 
yield equivalent results to a more formal treatment 
(following Lunin & Urzhumtsev, 1985) wherein crys- 
tallographic expressions are treated as functions of 
two real variables (FlY "t, Fi, mag) instead of a single 
complex one. Differentiating the energy with respect 
to the time-averaged structure factor gives 

O I~X-ray Ol<F,(h)>,,I 
O<F, . (h ) ) , ,  - W~KE(h) O<F, . (h ) ) , ,  " ( 1 2 )  

Using the identity OIFIZ/OF= 2IFI(OIFI/OF ) allows us 
to write 

0 ~KX-ray <Fc(h)>t, 
0(Fc(h)>,,- W,.KE(h)I<F,.(h)>,,[ (13) 

= WxKE(h)exp[i~o(h)] (14) 

where ~o(h) is the phase of the time-average structure 
factor. 

The second half of the force G(x,,) is straightfor- 
ward since only the instantaneous part of <F,.(h)),, is 
a function of current atomic coordinate xm. Indeed, 

0(F,.(h))c 0F~.'(h) 
- [1 - exp ( - At/rx)] - -  (15) 

OX m OX m 

= [1 - exp ( -  At/rx)](i27rhOf,,(h) 

x exp ( - Bmlhl2/4) exp (i2rrh'rm). (16) 

In this expression, hx is the Miller index reciprocal to 
atomic coordinate x,,. 

The total force is then, 

G(x,,,) = W~K[1 - exp ( -  At/rx)]Z(i27rh,)f , ,(h) 
h 

x e x p ( -  Bm[hl2/4) exp(i2rch'rm)E(h) 

x exp [i¢(h)]. (17) 

Except for the constant [ 1 -  exp( -At / rx ) ]  (which 
can be absorbed by rescaling K) this formula is 
identical in form to the gradient of the standard 
crystallographic residual (Agarwal, 1980). The 
difference consists in using <F,.(h)),, instead of Fc(h); 
that is, E(h) must contain the difference between 
observed and time-averaged structure factors, and 
~0(h) must be taken as the phase of <F~(h)),,. With this 
modification, then, existing algorithms can be used 
to compute the force as a result of a time-averaged 
structure-factor restraint. 

We chose to work from the program X - P L O R  
(Brfinger, 1987). This program calculates the crystal- 
lographic force by writing (17) as the Fourier trans- 

form of a product of two terms, 

G(x,,,) = W ~ K ~  exp (i2rrh'r,,,) 
h 

× {f , , , (h)(i27rhx)exp(- nmlhl2/4)} 
x {E(h) exp [i~o(h)]}. (18) 

Application of the convolution theorem and the iden- 
tity 0~,, exp (i2rrh'r,,,) = (i2"rrh0 exp (i2rrh'rm) yields 

G ( x m )  = w~go~.,p(r,,)*FT{E(h)exp[i~o(h)]}, (19) 

or the convolution of the differentiated electron 
density p(r) with the Fourier transform (FI') 
of a difference-density map. This is analytically 
equivalent to another representation, G ( x m )  = 

p(r,,)*FT{i2rrh,E(h)exp[i~o(h)]}, obtained by 
grouping the i27rhx term with the second expression 
in the convolution (e.g. see Agarwal, 1980). 

Modifications where made to the source code in 
X - P L O R  so that <F,.(h)),, was used [instead of Fc(h)] 
in the terms E(h) and exp[i~o(h)]. Though compu- 
tationally less efficient, it is also possible to execute 
this change solely within the X - P L O R  command 
language, manipulating the two structure-factor 
arrays FCALC and FPART. With either route, how- 
ever, the program's partial structure-factor array 
FPART is used to store the most recent time- 
averaged structure factors, so this array is no longer 
available for other refinement applications. 

Application of  time-averaged refinement 

Two versions of time-averaged crystallographic 
refinement where studied. In the first, B values were 
not retained on the atoms. The second strategy kept 
B values from the standard refinement. Calculations 
were carried out on the single myoglobin molecule 
comprising the asymmetric unit of the P6 crystal. 175 
crystallographically located waters were also 
included. Crystal symmetry and lattice contacts were 
made explicit by using closest symmetry-related 
neighbors in the atomic force calculations. In each of 
the two schemes, a series of refinements were exe- 
cuted using several different values for the weight Wx 
of the restraint. All data collected between 
10.0-1.8/k were utilized. 

In scheme 1, our simulations followed essentially 
the same protocol introduced by Gros, van Gun- 
steren & Hol (1990) in their original time-averaged 
refinement of bovine pancreatic phospholipase A2, 
where they were able to obtain the low R value of 
9.8% Starting with the standard crystallographically 
refined coordinates and B values, molecular dyna- 
mics was run under the restraining force derived 
above. During the simulation, the B value of each 
atom was gradually reduced while the averaging 
window rx was gradually increased, until after 16 ps 
the B values vanished and rx = 4 ps. For the next 
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10 ps, r.,_ was increased to 16 ps where it was left for 
the remainder of the refinement. The adjustments in 
the B values and rx were handled within the 
X-PLOR command language. 

Scheme 2 was identical to the protocol followed 
for scheme 1, except individual atomic B values 
were left on all atoms for the duration of the refine- 
ment. 

In the results reported here, the TOPHI9X and 
PARAM19X topology and parameter set from 
X-PLOR2.1 was used. This is essentially the original 
C H A R M m  TOPH19 and PARAM19 set (Brooks et 
al., 1983), but with a few modifications to preserve 
geometry at the high temperatures used in X-ray 
crystallographic simulated annealing. Following this 
topology and parameter set, polar H atoms were 
treated explicitly, and all others implicitly by 
modifying the parameters of the hydrogen ante- 
cedent. No explicit hydrogen-bonded potential was 
modeled; rather, hydrogen-bond energy was incorpo- 
rated into electrostatic and van der Waals terms. As 
in crystallographic refinement, we turned off the 
charges on the charged residues Lys, Arg, Glu and 
Asp. A cut-off of 7.5 A was used for the non- 
bonded-pair list generation. The van der Waals inter- 
action used a switching function (defined in X-PLOR 
2.1) with cut-on and cut-off distances of 6.0 and 
6.5 A, respectively. Electrostatic forces, with dielec- 
tric constant (e = 1), were truncated using a shift 
function, with cut-off distance 6.5 A. The TIPS3P 
model was used for water molecules. It is worth 
mentioning that simulations were also tried using 
PROLSQ parameters, which are set up to maintain 
stereochemical restraints and define no electrostatic 
interaction. The convergence properties of these 
simulations were virtually indistinguishable from 
those which were more physically realistic based on 
CHARMm,  arguing that unlike unrestrained 
molecular dynamics, structure-factor restrained 
simulations are less sensitive to the specific details of 
the chemical energy. 

For all simulations reported here, the total run 
times were between 40 and 80 ps, with an integration 
time step of 0.001 ps. The time-averaged structure 
factors were updated every 0.01 ps, at which points 
they and the atomic coordinates were saved on disk; 
thus for our purposes each picosecond of simulation 
corresponds to 100 structures. The non-conservative 
potential used in both schemes did lead to heating of 
the system; so the system was coupled to a 200 K 
heat bath using the Langevin dynamics scheme of 
Berendsen, Postma, van Gunsteren, DiNola & Haak 
(1984), with a friction coefficient of 84.0 ps-~. Since 
the dynamics is restrained by the non-physical 
structure-factor 'force', it is probably preferable to 
think of the simulations not in terms of 'time' or 
'picoseconds', but rather 'number of structures'. In 

such terms the simulations ran for between 4000 and 
8000 structures. 

Free R value 

With enough parameters one can fit an elephant. 
So said Fermi. And so runs an uneasiness with using 
time-averaged crystallographic refinement. For in 
this strategy the data are modeled with many confor- 
mations, as opposed to one. Such ensemble modeling 
runs the real risk of overfitting the fixed and limited 
number of structure-factor observations. Without 
some independent consistency measure there is no 
way to know whether the time-averaged refinement 
strategy gives low R values because it succeeds in 
modeling the protein molecule or because it succeeds 
in mimicking the variation in intensities of a particu- 
lar X-ray data set. 

Brfinger recently introduced the free R value 
(Brfinger, 1992, 1993) as a statistical measure of the 
accuracy of crystal structures. To apply this test, a 
small subset, T, of the structure-factor data is set 
aside. The remaining set of data, A, is used in the 
refinement. Throughout the refinement, the model is 
compared with the test set of reflections by comput- 
ing the free R value 

R~o= Z,.~llZ.(h)l- KlZ.(h)II 
Zh~rlF,,(h)l (20) 

Since the model has not been biased towards the test 
set of reflections T, this quantity contains an objec- 
tive measure of the information content in the 
model. Indeed, Brunger showed that the free R value 
exhibits a high correlation with the accuracy of the 
phases in the atomic model for the protein, which 
makes it an ideal test since complete phase informa- 
tion is rarely available. 

During a refinement, if drops in the standard R 
value are accompanied by rises in R~ ee then the 
parameters in the model at this stage of the 
refinement have spuriously lowered the R value by 
overfitting those diffraction data in the working data 
set A. For example, by adding 'nonsense' water 
molecules to an, electron-density map or by relaxing 
stereochemical restraints the R value can be lowered 
in a refinement, but both these practices lead to an 
increase in the free R value. 

Thus, to assess the meaningfulness of the two 
time-averaged refinement strategies, 10% of the 
structure-factor data were left aside as a test set, used 
to monitor the free R value during the course of the 
refinements. Only the remaining 90% of the data 
were included in the calculation of the time-averaged 
crystallographic restraint. 

One important subtlety arises in the free R value 
analysis. Naively, the initial conditions for the time- 
averaged molecular dynamics refinement would be 
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taken to be the result of the standard crystallo- 
graphic refinement of the protein. However, since 
this refinement was originally carried out using all of 
the data, the refined coordinates and B values of 
protein and solvent atoms are biased towards the test 
set of reflections. The value of R~ ~e will consequently 
be artificially low. We therefore decided to re-refine 
the myoglobin and solvent structure using only the 
90% working set in the calculations. Of course care 
also had to be taken to insure that the starting 
conditions for this revised single-site model were 
unbiased. To this end, the myoglobin molecule was 
'scrambled' by running 0.1 ps of unrestrained 
molecular dynamics. Then all B values were set to a 
constant and all previous water sites were discarded. 
Starting with this state, repeated cycles of Powell 
coordinate minimization, occupancy and B value 
refinement, and water placement were executed using 
X-PLOR. Refinement was carried out against 
unweighted structure-factor amplitudes, using the 
PARAM19X parameter set from X-PLOR2.1. Simu- 
lated annealing was not used. This re-refinement was 
terminated when R~% not R, stopped dropping. 
These new unbiased coordinates and B values were 
then used as the starting point for the time-averaged 
studies. 

Standard refinements 

The unbiased single-site model described above 
was also used as an objective benchmark against 
which to judge the results of the time-averaged 
refinements. To judge further the results of the two 
time-averaged schemes, refinements were also carried 
out with the crystallographic packages PROFFT 
(Hendrickson & Konnert, 1980) and SHELXL92 
(Sheldrick, 1990, 1993). As well as isotropic 
refinement, these two packages allow differently con- 
strained anisotropic temperature-factor refinements. 
With each program both isotropic and anisotropic 
refinements of the myoglobin molecule were exe- 
cuted, starting with the unbiased starting model and 
using R~ ree as the objective criterion for convergence. 

Refinements using SHELXL were carried out with 
the gamma test version of SHELXL92 (Sheldrick, 
1993), refining against ~r-weighted intensities. George 
Sheldrick provided the program as well as the initial 
script templates for refinement of myoglobin 
reported in this paper. Restraints were used on bond 
length and angle values as provided with SHELXL92 
which were derived from studies by Engh & Huber 
(1991). Additional restraints were used to maintain 
chirality and heme planarity, and 'anti-bumping' 
restraints were used to keep solvent molecules 
reasonable distances from the protein. The program 
default values for the standard deviations of these 
parameters were used in the isotropic case. The 

conjugate-gradient matrix-inversion approximation 
option was used in all cases reported in this study 
and refinement was continued to convergence, 
usually 20 cycles. In the case of the anisotropic 
refinements, the DELU option was not used, and the 
SIMU parameter that sets the standard deviation of 
the variation in the six U o temperature factors 
between neighboring atoms was increased to 0.1 
from the default value of 0.05. 

Refinements performed with PROFFT used the 
standard restraints to insure correct stereochemistry. 
The refinement scheme employed consisted of posi- 
tional and alternating B-factor and solvent- 
occupancy refinement for the first 15 cycles, then 
positional and simultaneous B-factor and solvent- 
occupancy refinement for the remaining 15 cycles. 
After every cycle, the overall scale factor was 
adjusted and the values for AFSIG and BFSIG were 
updated to maintain an r.m.s, delta bond length of 
0.015 E. For isotropic B-factor refinement, SIGB's of 
1.5, 2.0, 2.0, 3.0 were applied to the main-chain bond 
main-chain angle, side-chain bond and side-chain 
angle distances. In the case of three-parameter aniso- 
tropic refinement, SIGU's were obtained from the 
SIGB's by dividing these values by 8rr 2 and taking 
the square root. The ellipsoidal principal axes for 
each atom were fixed, as defined by the default 
thermal ellipsoid specifiers used by PROTIN. 

Results 

Results of  standard refinements 

Table 1 tallies, R, Rrr tee, r.m.s, bond-length devia- 
tions and number of water molecules for each of the 
standard refinements carried out using the packages 
X-PLOR, SHELXL and PROFFT. In general, all 
models could be refined to even lower standard R 
values than reported here by refining more solvent 
sites or by overweighting the X-ray term in the 
residual; however, Rrr rec was only found to increase. 
The stage at which "'v/)free attained a minimum was 
taken as the point of convergence. 

To summarize the tabulated results, it is possible 
to isotropically refine the protein crystal model to 
free R values as low as about 20-22%, with working 
R values in the range 14-18% , and bond-length 
deviations not much exceeding 0.020 A. Anisotropic 
temperature-factor refinement, though capable of 
reducing the working R value, did not lead to any 
significantly better value of Rrr ree than an isotropic 
model. 

R values for the time-averaged ensemble 

As with ordinary crystallographic refinement, we 
found it possible to make R arbitrarily small in both 
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Table 1. Results from the two time-averaged crystallo- 
graphic schemes analyzed 

For comparison are results from single-site isotropic and aniso- 
tropic refinements using various packages. All R values are for 
data between 5.0-1.8 A. In X-PLOR, Isotropic (2) an alternative 
means of  de-biasing the structure was tried, somewhat less 
aggressive than the one described in the text. In this case, a biased 
refined structure (from original PROLSQ refinement) was subjec- 
ted to repeated cycles of  Powell minimization with and without 
the X-ray 'energy' restraint comprised of the 90% working set. In 
this case the free R value, which initially matched the working R 
value, grew asymptotically larger. When it stopped rising relative 
to the working R value, the structure was presumed to be 
unbiased. This value of Rfr r~ thus represents a reasonable lower 
bound for the free R value. 

Method R value Free R value R.m.s. bond Waters 
Time-Ave 
No B values 0.108 0.280 0.020 175 
B values 0.144 0.205 0.01 I 175 

X-PLOR 
lsot ropic 0.181 0.234 0.021 175 
lsotropic (2) 0.159 0.197 0.023 184 

SHELX 
lsotropic 0.161 0.198 0.012 179 
Anisotropic 0.103 0.191 0.012 179 

PROFFT 
Isotropic 0.170 0.218 0.014 184 
Anisotropic 0.173 0.224 0.015 184 

schemes simply by making the weight Wx of the 
X-ray energy Ex_ray large enough, that is, by effect- 
ively relaxing the geometric restrains on the mol- 
ecule, which in this refinement are embodied in Ephys. 
The real issue is whether R~ r~ is well behaved for 
some value of the weights. What we observed for 
both schemes was the existence of an optimal value 
for the X-ray weight; values larger and smaller than 
the optimal weight gave poorer (larger) values of 
Rfree. 
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Fig. 1. Results from time-averaged refinement without individual 
temperature factors. Plot shows the cumulative R value (solid 
curve) and free R value (dotted curve) as a function of  number 
of structures contributing to the ensemble averaged structure 
factors. The 5400 structures span the 'time' interval 0-54 ps. 
With this refinement scheme (explained in text) B values are 
gradually reduced until they vanish at 1600 structures. Note 
that R~ ~ therefore diverges in the range of the refinement with 
no B values, ir~dicating overfitting of  the experimental data. 

For the ensemble refinement scheme without B 
values (optimal weight of Wx = 96 000 in X-PLOR 
units) the standard R value dropped monotonically 
towards 10% as more structures were added to the 
ensemble (Fig. 1). The minimum in Rfr r~ was 25%. 
However, this minimum free R value occurred within 
the first 16 ps, a stage in the protocol before indivi- 
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Fig. 2. Same as Fig. 1, except for a time-averaged refinement with 
individual temperature factors throughout the entire refinement. 
Rrr r~ indeed drops in the course of the refinement, until 2900 
structures where it achieves its minimum. Thus the model 
consisting of 2900 structures, with cumulative R value 14.4%, is 
statistically meaningful. 

(a) 

O 

(b) 
Fig. 3. Ca  representation of  seven uniformly spaced structures 

from the last 700 structures (7ps) of  the refinement. (a) With B 
values. (b) Without B values. 
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dual B values had been completely removed. Beyond 
the initial 16 ps, when the structures were geniunely 
free of B value smearing, " ' r  ~' f~°° diverged quickly into 
the 30% range. The r.m.s, deviation on bond lengths, 
averaged over the last picosecond of simulation (100 
structures), was 0.020 A. 

In the refinement scheme with individual B val.ues 
(optimal weight of W, = 200 000 in X-PLOR units) 
the minimum value of P tr~ • "T was 20.5%, with a 
corresponding standard R = 14.4% (Fig. 2). This 
best value of Rfr ~e° occurred at 29ps in the 
refinement, the result of 2900 structures. The r.m.s. 
bond-length deviation was 0.011 /k. 

_2 _/ 

Fig. 4. Three structures from the B-value ensemble, chosen to 
demonstrate both anisotropy and anharmonici ty in the dis- 
order. Shown are the heme ring, the proximal histidine (below 
berne), the distal histidine (above and right of heme), and the 
mutated isoleucine (above and left of heme). Anisotropic varia- 
tions are evident in the distal histidine residue. The isoleucine 
samples three distinct conformations.  (See also Fig. 6.) 

Thus we arrive at the important result: time- 
averaged crystallographically restrained dynamics 
can generate a statistically meaningful ensemble of 
conformations for a protein molecule, the R value 
and geometry of which are quite acceptable by 
macromolecular crystallographic standards - but 
only when individual B values are retained on each 
structure in the ensemble. Ensembles computed with- 
out B values, though having very low standard R 
values and acceptable geometries, have free R values 
much higher than a standard single-site refinement. 

Furthermore, the statistical quantity f~ee ( R T )  used to 
validate the refinement scheme can be used to obtain 
the ideal weight between physical and X-ray energies. 
Above the optimal value of the X-ray weight, R 

p free could be made even lower, but in this case "'T was 
always larger and would diverge sooner in the 
refinement. Smaller values for the weight led to 
larger values for both R and /~free 

1~  T . 

Although the absolute values of the measurement 
errors are much lower than the model errors, R and 
Rfre~ for the B-value ensemble vary with scattering T 

angle in the same general way as  Rsy m varies. That is, 
over the resolution range used in the restraint (10.0- 
1.8A), R values of the model monotonically 
increased with resolution, parallel to the curve rep- 
resenting errors in the data. 

Since time-averaged refinement only seems to be 
valid with B values included, the remainder of the 
paper will focus mainly on the results of this strategy. 

The time-averaged ensemble and its electron densio' 

Fig. 3(a) displays seven conformations, spaced 
1 ps apart, from the tail end of the B-value ensemble. 

Fig. 5. 2F,, - (F~), map using time- 
averaged structure factors from 
the B-value ensemble. The single 
stick structure underlying the 
electron density is from the 
standard crystallographic refine- 
ment of the protein. 
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These Ca traces show the greatest mobility in two 
regions of the molecule: the loop bridging the C and 
D helices of myoglobin and the region bridging 
helices E and F. These regions are known, from B 
values derived from standard refinements (Quillin, 
Arduini, Olson & Phillips, 1993), to be the most 
disordered in the P6 crystallized protein. [For com- 
parison, Fig. 3(b) shows a Ca trace for the ensemble 
without B values; obviously this set Shows much 
more variation as it displays aspects of the random 
motions about the mean that are implicitly included 
in the B-factor ensemble refinements shown in 3(a).] 

Fig. 4 depicts the atoms in the vicinity of the heme 
pocket, for three distinct structures. Several residues 
surrounding the heme exhibit considerable confor- 
mational variation. The mutated residue I1e68, for 
instance, assumes at least three distinct conforma- 
tions. 

Fig. 5 shows a 2Fo - (F~), map in the neighborhood 
of the heme pocket, where the ensemble-averaged 
structure factors are used for the calculated ampli- 
tudes and phases. The density map is 'clean' and is 
typical of maps generated by traditional methods. It 
is interesting to note that as well defined as the 
average density looks in some regions, this is not 
inconsistent with the fact that the conformations 
contributing to this average exhibit large variations 
about the 'ideal' atomic positions which crystallogra- 
phers are accustomed to thinking in terms of when 
interpreting electron-density maps from protein mol- 
ecules. 

Anisotropy and anharmonicity in the time-averaged 
ensemble 

The time-averaged refinement fits the observed 
structure-factor data while overcoming the presump- 
tions of the standard crystallographic model, namely: 
isotropy and harmonicity. If time-averaged 
refinement overcame only the isotropy assumption, 
however, it would merely stand as a rather laborious, 
yet effective, method for refining anisotropic thermal 
parameters. Inspection of the structures indeed 
demonstrates the existence of anharmonic atomic 
displacements. For instance, Fig. 4 shows three 
structures from the ensemble, chosen to highlight the 
variations in two particular residues within the 
ligand-binding pocket of the protein. The distribu- 
tion of atomic positions within the distal His64 is 
anisotropic; the mutated I1e68 samples three distinct 
conformations and is, therefore, anharmonically dis- 
ordered. The departures from isotropy and harmoni- 
city exemplified by these two residues can be 
illustrated further by projecting the coordinates of a 
particular a t o m  o n t o  a phme for each structure in the 
ensemble (Fig. 6). The set of displacements for the 
C6 atom from the imidazole ring of the distal histi- 

dine traces out a highly non-isotropic, though plausi- 
bly Gaussian, distribution. Displacements of the Cy 
atom in the isoleucine at position 68 fall into a 
tri-modal and highly non-Gaussian arrangement. 
The ability to distinguish between the two types of 
behavior is the strength of this technique. 

It is straightforward to compute effective isotropic 
B values from the atomic displacements in the time- 
averaged ensemble (Bert = 8~2(8.] - + 8., 2. + ~)/3 where 
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Fig. 6. Projection along the xy plane of the atomic displacements 
for two atoms in the ligand binding pocket over the course of 
the time-averaged refinement with B values. (a) The NE2 atom 
in His 64, which is anisotropically disordered. (b) The CG2 
atom from the mutated residue Ile68, showing three conforma- 
tional substates. 
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6r is the displacement of an atom from its mean 
coordinate (r), all averages (...) computed in relation 
to the ensemble of structures). In our time-averaged 
refinement with B values, these effective B values 
represent corrections to the standard crystallographic 
model. We find that those parts of the protein with 
large effective B values have significant anisotropic 
and/or multi-modal distributions. These regions also 
correspond to those parts of the molecule which were 
found, through standard refinement, to have large (B 
> 20.~2) individual B values. Thus, the largest B 
values from a standard refinement still underestimate 
the magnitude of atomic displacement, displacements 
which are anisotropic and anharmonic. 

This conclusion is consistent with the work of 
Kuriyan, Petsko, Levy & Karplus (1986) who per- 
formed a crystallographic refinement on structure- 
factor 'data' generated from a molecular dynamics 
simulation. Kuriyan and colleagues concluded that 
the largest atomic displacements in a protein mol- 
ecule are anharmonic and that the harmonic fits 
imposed by standard X-ray refinement strategies 
greatly underestimate the true mobility except in the 
very well ordered regions of the molecule. 

coordinate displacements comprising each eigen- 
structure are completely self-correlated, while being 
completely uncorrelated with any other eigen- 
structure. The corresponding eigenvalues represent 
the weight each eigenvector has in determining the 
character of the entire ensemble's atomic dis- 
placements. Thus, given that the trace of o- is the 
total mean-square displacement for all atomic coor- 
dinates, if some small number of dominant eigen- 
values can account for a significant fraction of the 
trace, then the corresponding eigen-structures pro- 
vide a reduced representation for the ensemble. 

Diagonalizing the displacement covariance matrix 
for the myoglobin ensemble with B values, we found 
that 80% of the trace, or total mean-squares dis- 
placement, could be accounted for by the first 20 
eigenvectors; the remaining 4000 or so modes fill in 
the other 20% of the trace. Although encouraging, 
this analysis relies solely on the quadratic covariance 
matrix and is thus essentially restricted to the best 
quasi-harmonic fit to the atomic displacements, dis- 
placements which we have shown to be manifestly 
anharmonic. This restriction is evident in the eigen- 

Distilling information in the time-averaged ensemble 

One of the benefits of traditional refinement is that 
it gives an eminently interpretable, if somewhat mis- 
leading, result: a single protein structure. Since the 
result of time-averaged refinement is an ensemble 
consisting of thousands of conformations for the 
protein molecule, visualization, analysis and inter- 
pretation of the results is not nearly as straightfor- 
ward. If we were to deposit the entire myoglobin 
ensemble with Brookhaven, for instance, the Protein 
Data Bank would more than double its present size. 
It is therefore desirable to develop methods for dis- 
tilling the ensemble down to some smaller, rep- 
resentative set of structures. 

One approach is to compute the quasi-harmonic 
modes of the distribution of conformations (Levitt, 
Sander & Stern, 1985; Garica, 1992). The starting 
point for this analysis is the atomic displacement 
covariance matrix, 

a-(a,/3) = (6,~a~), (21) 

where ~,, is the displacement in the atomic coordi- 
nate r,~ (a = 1, 3N, N = number of atoms) relative to 
its average value (r~,). This matrix contains the equal- 
time pair correlations between the x, y, z coordinate 
displacements of all the atoms in the molecule, aver- 
aged over the ensemble. Diagonalization of the 
covariance matrix leads to an orthogonal set of 3N 
eigenvectors, which are linear combinations of the 
original atomic coordinates. Unlike the dis- 
placements of the physical atomic coordinates, the 
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Fig. 7. (a) Projection of the time-averaged dynamics trajectory 

from 3N-dimensional conformational phase space down onto 
three arbitrary orthogonal directions. (b) Projection of the 
trajectory onto the three dominant eigenvectors of the atomic 
displacement covariance matrix. 
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structures, where many regions of the molecule are 
simply non-physical. For example, harmonic mode 
fits to atoms in anharmonically disordered aromatic 
rings lead to stereochemically meaningless arrange- 
ments of the atoms. 

One interesting use which we have found for the 
eigenvectors, nevertheless, is as a means of visual- 
izing the ensemble of the protein molecule in phase 
space. Representing each three-dimensional confor- 
mation of the N atoms of the molecule as a single 
point in 3N-dimensional phase space (each axis label- 
ing an atomic coordinate), a molecular dynamics 
trajectory traces out a curve in the space. Since each 
conformation of the protein is now a single math- 
ematical point, the task of making sense of an 
ensemble of structures is, in principle, easier - except 
for the fact that we are now working in thousands of 
dimensions. If there were a means to project every- 
thing down to two or three dimensions, though, the 
ensemble could be visualized. In general, projections 
along arbitrary orthogonal directions lead to 
tangled, uninterpretable curves (Fig. 7a). Projection 
of the phase space onto the three most dominant 
eigenvectors from the covariance matrix, though, 
gives a surprisingly undistorted and untangled view, 
or shadow, of the trajectory. Fig. 7(b) shows the 
dimensionally reduced ensemble of structures from 
the time-averaged refinement. Note there is no 
obvious clustering of the conformational states, 
indicating a possible difficulty in distilling the 
ensemble to some smaller, reprentative set based on 
'overall' motions of the protein. 

Discussion 

The free R value was used to validate statistically one 
of the two schemes for time-averaged molecular 
dynamics refinements: modeling the structure-factor 
data from P6 myoglobin crystals with an ensemble of 
structures, with additional Gaussian distributions (B 
values) on each atom. Cross validation against 10% 
of the diffraction data demonstrated that up until 
2900 structures, the ensemble faithfully reproduced 
the electron density; but, beyond this point, any new 
structures added to the ensemble only overfit the 
experimental data. The set of 2900 viable structures 
yields cumulative errors of R--  14.5% and l,l-~'fr~ = 
20.5%. This result compares favorably against stand- 
ard single-site refinements with isotropic temperature 
factors. Thus, as a useful alternative to a single ideal 
structure, this method yields an ensemble of struc- 
tures consistent with the experimental Bragg scat- 
tering. 

Of the several refinements included in this study, 
the worst model studied, from the standpoint of the 
more objective R~ -re~, appears to be a time-averaged 
refinement scheme without individual B values. Also, 

models with anisotropic temperature factors, though 
reducing the standard R value relative to an isotropic 
model, actually give no better fit to the data as 
judged by R~ ~e. 

The time-averaged restraint was incorporated 
within the framework of the X-PLOR package 
(Briinger, 1987). Compared with a standard 
refinement of the mutant myoglobin executed within 
X-PLOR (using Powell minimization on the native 
structure, not full simulated annealing) the B-value 
ensemble refinement faired about three percentage 
points better in terms of R free. X-PLOR, however, 
was able to match the accuracy of the ensemble 
refinements when the starting structure had been 
somewhat less aggressively de-biased towards the test 
set of reflections (see Table 1). The SHELXL 
refinements reproduced the X-ray data with the same 
sort accuracy as the B-value ensembles, even with 
aggressive de-biasing of the starting structure. Thus, 
the conjugate-gradient algorithm alone appears not 
quite as powerful as the least-squares matrix solver 
used by SHELXL. It is not inconceivable, then, that 
if the time-averaged restraint could be implemented 
within a least-squares framework such as SHELXL 
(along with the recent parameter set of Engh & 
Huber, 1991), the B-value ensemble refinements 
would yield even better results. 

Though having R values not much better than a 
standard refinement, the time-averaged ensemble of 
states contains valuable structural information 
simply not present in a single best structure with 
isotropic B values. For instance, the myoglobin 
ensemble shows that residues involved in the bio- 
chemistry of the ligand-binding pocket exhibit both 
anisotropic and anharmonic multi-modal dis- 
placements. Other techniques have of course predic- 
ted such conformational variablility in protein 
molecules; however, the states revealed by the 
restrained molecular dynamics of the time-averaged 
refinement are now also seen to be consistent with 
X-ray crystallographic data. 

Whereas time-averaged refinement owes its genesis 
to a scheme (Gros, van Gunsteren & Hol, 1990) 
without B values, it appears necessary to retain the 
notion of individual temperature factors to account 
faithfully for the wide range of disorder within a 
protein molecule. This is somewhat unsatisfying, 
intellectually. Perhaps further research will elucidate 
another means of sampling the movements which 
can, by itself, account for all of the atomic dis- 
placements of a macromolecule. 

The isotropic Gaussian temperature factors on the 
atoms in the B-value ensemble account for an har- 
monic component in the protein's fluctuations. 
Atomic displacements generated from time-averaged 
molecular dynamics with B values, therefore, rep- 
resent departures from isotropy and harmonicity in 
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the atomic disorder. The importance of the time- 
averaged refinement lies in its ability to overcome 
these two central assumptions about the nature of 
atomic displacements, which are inherent in standard 
crystallographic refinement. The evolving ensemble 
of structures is only restrained by molecular dyna- 
mics potential functions and the experimental 
structure-factor data, leaving the molecule free to 
explore a rich variety of states consistent with these 
two sets of information. Standard crystallographic 
refinements, on the other hand, by imposing 
Gaussian statistics, tend to locate and fit only the 
most harmonic component of what is often a more 
complex, multi-modal distribution in an atom's 
atomic positions; thus, the magnitudes of movement, 
as measured by the crystallographic B value, are 
underestimated for regions with high mobility, and 
the resulting electron density is not accurately 
modeled. For small molecules, or for less mobile 
regions of large molecules, temperature factors do 
adequately model the atomic disorder. But the larger 
the macromolecule, the more possible it becomes for 
atoms to make anharmonic excursions, and therefore 
the greater the standard crystallographic R value can 
tend to become - an error relation indeed born out 
in the history of macromolecular refinement. Hence, 
time-averaged refinements should prove especially 
valuable in investigating the structure and dynamics 
of large molecules, and will most likely give better R 
values than standard refinements. 

It is clear that the time-averaged refinement can 
yield an ensemble which accurately fits the experi- 
mental diffraction data, at least in a scheme which 
includes B values. What is less obvious is why such a 
scheme does not suffer from catastrophic overfitting 
of the data. A model with thousands of conforma- 
tions would seem to imply millions of floating 
parameters; yet cross validation with R~ r~c demon- 
strates the model's meaningfullness in the sense that 
the ensemble can also fit data left out of the 
refinement process. Perhaps the conformations are 
not independent. After all, every conformation in the 
ensemble is algorithmically related to the initial one 
by Newton's equations of motion. Thus, perhaps 
there are still roughly the same number of indepen- 
dent parameters as in standard refinement, only in 
the time-averaged refinement the outside knowledge 
of protein dynamics is incorporated in a powerful 
enough way to achieve a truly accurate model for the 
protein molecule. 

Our simulations used all solvent molecules which 
could be recognized as such in difference Fourier 
maps from the standard crystallographic refinement 
of myoglobin. Any other, non-ordered, solvent 
molecules would not contribute significantly to the 
structure factors in the resolution range used in this 
study. They would, therefore, evolve essentially 

unrestrained during time-averaged dynamics 
refinement. The argument for including bulk solvent 
in the ensemble refinement would be the hope that 
this would indirectly lead to more realistic dynamics 
for the ordered protein molecule itself. Bulk solvent 
does affect the dynamics of the protein atoms (e.g. 
by damping out atomic vibrations). Whether bulk 
solvent would improve the fit of the resulting 
ensemble to the high-resolution data is a question the 
answer to which lies beyond the scope of this study. 

Time-averaged crystallographic refinements are 
computationally demanding since they involve 
lengthy restrained molecular dynamics simulations. 
Nevertheless, they yield useful, detailed structural 
information about macromolecules. High perform- 
ance computing will be instrumental in applying 
these refinements to other large molecules, as well as 
further researching the method itself. For example, 
we used an averaging window of rx = 16ps, after 
Gros, van Gunsteren & Hol (1990). But l-rPrr¢c could 
be used to optimize this parameter, which must be 
physically determined by the statistics of building up 
the correct electron density from a set of structures 
with B values, as well as by the size of the coherently 
scattering blocks of proteins in the crystal lattice. 
Also, to match the data down to the inherent noise 
level better, including the low-order data, all solvent 
in the unit cell will have to be included, a demanding 
computation. We have ported the structure-factor 
portions (electron density and FFT) of the code to a 
CM-2 parallel computer, achieving factor of 50 
speed-ups over the SUN4 front end (Clarage & 
Phillips, 1992). We anticipate this refinement strategy 
will become more prevalent in the crystallograhic 
community, especially for larger macromolecules, as 
it is better understood and as high performance 
computers become more readily available. 

Finally, it is still unknown whether time-averaged 
ensembles are unique. In other words, is the resulting 
ensemble the only one which could account for the 
experimentally measured Bragg reflections? (Or, in 
terms of the reduced phase space plots of the trajec- 
tory, are there other paths which could also give the 
same low R value?) This question is more than 
academic, for if the results are not unique, then there 
is no guarantee that the refined conformations are 
actually those which occur in a real protein crystal. 
Since the Bragg data only contain information about 
the average electron density in the crystal, it is not 
inconceivable that there could be many possible ways 
of generating the average density by varying the 
atomic positions of the polypetide chain, all the 
while preserving geometric constraints. The only 
means of unequivocally assessing the physical reality 
of the ensemble is to test whether the ensemble not 
only can predict the average electron density, but 
also the correct variations in the electron density. 
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Variations in the density, determined by the nature 
of the correlations in atomic displacements, produce 
diffuse scattering which, unlike Bragg scattering, is 
continuously spread throughout reciprocal space 
(Boylan & Phillips, 1986; Caspar, Clarage, Salunke 
& Clarage, 1988; Clarage, Clarage & Caspar, 1992; 
Chacko & Phillips, 1992). We are presently compar- 
ing computed diffuse scattering from the protein 
ensembles with experimentally observed diffuse scat- 
tering to resolve this crucial issue. 
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